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3D Content Creation
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AR / VR / Metaverse

GamingMovies / VFX

3D content lays the foundation for broad applications

Manufacturing

3D assets: limited and expensive

GTA5Avengers

Ready Player One



3D Content Creation via Generative Models
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𝑧~𝒩(0, Ι)

Objverse, https://objaverse.allenai.org/

Generative Model

https://objaverse.allenai.org/


Generative Models
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Diffusion Model Autoregressive Model



Background on Native 3D Diffusion Models
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• Lack	of	explicit	3D-aware	latent	space	for	interactive	editing.
• Lack	of	high-quality	texture	and	efficient	3D	VAE	encoding	from	2D	inputs.

Encoder Decoder
Vector set

(3DShape2VecSet, SIGGRAPH2023)

Feature maps
(LN3Diff, ECCV2024)

Implicit MLP
(Shap-E, 2023)



https://nirvanalan.github.io/projects/GA/

Lan et al, GaussianAnything: Interactive Point Cloud Latent Diffusion for 3D Generation, ICLR2025

https://nirvanalan.github.io/projects/ln3diff/


3D VAE with Structured Latent
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Point	cloud	
+	multi-view	RGB,	Depth,	Normal

Point	cloud
+	Embedding	for	each	point

High-quality
surfel Gaussians

Input Latent Output



Cascaded Native 3D Diffusion
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Qualitative Results (Image-to-3D)
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Quantitative performance (Image-to-3D)
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Text-to-3D performance
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Interactive 3D Editing
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Generative Models
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Diffusion Model Autoregressive Model

• A native 3D Diffusion Model, GaussianAnything: 
Structured latent space, better design, better performance



Autoregressive Generation
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Tian et al, Visual Autoregressive Modeling: Scalable Image Generation via Next-Scale Prediction, NeurIPS2024



14
Chen et al, SAR3D: Autoregressive 3D Object Generation and Understanding via Multi-scale 3D VQVAE, CVPR2025



SAR3D – VAE with multi-scale quantization
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SAR3D -- Method

Encode
…

Multi-scale Token Sequence

3D Model

“a 3D toy dinosaur.”

…

Tokenizer

…
Text 
Instruction

Text token

(b) 3D Understanding

Large Language Model

Projector

…

3D token

(a) 3D Generation
feature

“a 3D toy 
dinosaur.” or

ImageText

CLIPT/
DINOv2

r1 r2 rK

rK

Transformer[S]

cross attention

…
r1 r2

k=10



SAR3D -- Results
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SAR3D -- Experiments
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(a) Single Image to 3D (b) Text to 3D 



SAR3D -- Experiments
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3D Captioning. Given a 3D model, our method can generate captions that contain both category and details.



SAR3D -- Comparison
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• Autoregressive Model for 3D generation can perform as well as diffusion models while 
being more efficient



Generative AI as 3D Game Engine?
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Minecraft powered purely by Generative AI

Xiao et al, To appear on arXiv, 2025



Action

Video game 
frames

Initial view Revisited view

Inconsistent

Generative AI as 3D Game Engine

Oasis: A Universe in a Transformer https://oasis-model.github.io/

Diffusion
Model

https://oasis-model.github.io/


Action

Video game 
frames

Initial view Revisited view

+

Memory

Consistent

Generative AI as 3D Game Engine

…

+ position, pose, time

Xiao et al, To appear on arXiv, 2025

Diffusion
Model



World Generation with Memory
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…

+ position, pose, time

…

Short past
(within temporal attention window)

Diffusion
Model

Next frame 
to be predicted

History frames
(long-term memory)

Retrieve
(FOV overlap, time)

Most relevant 
memories

+ position, 
pose, time

Memory attention
(pose+time aware)



Action

Video game 
frames

+

Memory

Initial view Revisited view

Generative AI as 3D Game Engine

Diffusion
Model



Real Scene Results

Initial view Revisited view

w/o Memory

Initial view Revisited view

w/ Memory



Real Scene Results

Initial view Revisited view Initial view Revisited view



Conclusion
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• A native 3D Diffusion Model, GaussianAnything: structured latent space, better design, better performance
• Autoregressive Model for 3D generation can perform as well as diffusion models while being more efficient
• When building 3D playable worlds via video diffusion models, Memory is important!

• 3D object -> Rigging -> Animation
• 3D scene generation
• CAD generation, 3D object to CAD
• Physics-aware generation

Open problems



Thankyou!
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